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Abslrael-A time domain direct boundary integral equation method (BIEM) for Biot's line;1r theory
of consolidation is considered. The potential representation of the solution is used not only for
o!>t;lining numerical solutions but also for investigating the behavior of the slllution. The obtained
information concerning the behavior of the solution is utilized to implement an accurate BIEM. A
numerical e.,ample confirms the applicability of the present formulation.

I. INTRODUCTION

Analysis of wnsolidation nowadays is synonymous to the deformation analysis of a skd­
etontluid system. Therefore. many import'lOt problems in soil mechanics require analysis
of this type since the coupling of the soil skeleton deform.ttion and the pore tluid motion
charactaizes the mechanical behavior of soil. Among various theories to describe this
wupling. Biot's linear theory (Biot. (941) is popular because of its relative simplicity and
generality. A number of numerical methods have been proposed for this theory so far.
among which finite element mcthods arc well accepted (Sandhu and Wilson. 1(69).
Ilowever. these methods .tre not without accuracy problems. For example. some FEM
formulations arc known to have difliculty in computing early time solutions. It would
therefore be worthwhile to develop other numerical methods of solution for Biot's theory.
This motivated us to investigate a BI EM in Biot's theory.

BI EM rcrers to a method of numerical analysis based on a certain potential rep­
resentation of the solution of a certain mathematical problem. As the name implies. it
I:onverls the original problem into an integral equation defined on the boundary of the
dom.tin under consideration. So f~lr the reduced dimensionality thus '1l:hieved has been
emphasized as an advantage of this approach. In the present authors' opinion. however.
equ'llly important is the fact that the potential representations used in BIEM arc essentially
exact solutions of the problem. It is- therefore conceivable that BI EM itself provides infor­
mation concerning the behavior of the solution. If it docs. one may then utilize the infor­
mation thus obtained to implement an accurate BIEM. The purpose of this paper is to sec
ifsuch a "feed back process" is possible in BIEM for Biot's theory.

As is usually the case in applied mechanics. an investigation of the behavior of the
solution is made easier when one works with quantities having a dear physical meaning
such as the spatial coordinate and time. This suggests the usc of a time domain approach.
although some integral transformations with respect to time may lead to a practical numai­
cal method of solution. (Sec Cheng and Liggett (1984) for such an attempL) Also. we have
to deviate from practical approaches such as those proposed by Banerjee and Butterlield
( 19X I), Kuorki ('( al. (1%2) and Garcia-Suarez and Alarcon (1982) whidl usc BI EMs for
the heat equation and clastost'lties. This is because the solutions of Biot's equations an:
known to behave differently from those of heat cquations or elastostatics. Hencc we arc led
to the so-called time domain direct RIEM. The earliest attempt at this approach was made
by Predeleanu (19R I) who used a potential representation for the velocity of the soil
skeleton. However. this is not a very convenient choice for numerical analysis because the
velocity of the soil skeleton is known to behavc likc Dirac's delta as a function of time when
the given data jump suddenly. In addition his formulation uses the pore pressure as the
initial condition. which means that his method almost always requires some volume integral
evaluation: as is known, the initial pressure seldom vanishes. This consideration motivated
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the development of another time domain direct BIEM for Biol's theory (Nishimura. 1985).
which retlects both the mathematical and physical properties of Biol's theory in a more
natural manner than the predecessors do. Actually. this formulation is free of the drawbacks
in Prede1eanu's formulation. Also noteworthy is the recent work by Cheng and Predeleanu
(1987) whose BIE formulation is analogous to the one in Nishimura (1985).

The detail of Nishimura's analysis. however. has not been published so far except in
an sketchy article (Nishimura. 1987). In view of this. we attempt to present here the full
account of this theory. together with a recent numerical result. Specifically. we begin this
paper by constructing the potential representations of the solution of Biol's equations
guided by the previous analysis (Nishimur'l. 1985). We then proceed to the discussion of
the initial fields and the initial behavior of the pore pressure on the boundary. This
investigation discloses the structure of the singularity of the tluid velocity on the boundary.
Namely. we shall see that the tluid velocity on the boundary shows a t - 1 ~ singularity (t:
time) the multiplying factor of which is computed from certain limiting values of pore
pressure. All these results are given in forms valid in the fully anisotropic cases: this
generality is achieved with the help of the method of the Fourier transform. We then restrict
our attention to the 20 isotropic case and discuss a numerical method based on our
formulation. This paper concludes with a few remarks after showing a numerical example.

2. STi\TE:\IENT OF TIlE PROBLEM

The well-known equations of Biot can be written in forms familiar to soil engineers as

div U+lIIfi -K' VVp =,l/

( I )

(2)

where u. p. r,,l/ .Illd K. III ( ~ 0) stand for the disphll.:ement. pressure. body force. (i - J;K . VO
(./;: fraction of Iluid which is assumed to be a constant: i: rate of fluid injection pCI' unit
volume), permeability tensor and the compressibility of the fluid, respectively. (Sec (c) in
Section 8 for other versions of Hiot's equations.) The symbol t1* stands for the Navier
operator deli ned by

t1 *u:= div C[Vu] (t1: vector. C[Vu),,:= C"k,i\II,) (3)

where C is the elasticity tensor (fourth order) which is assumed to be constant. We also
assume the usual symmetry .Ind positive dt:tiniteness for both C and K. and usc for the
time derivative (. = didt. t: time: we shall also use .\' to indicate a value of n.

It is plain to see that the following identity holds for any sutfrciently smooth vectors
u. u* and scalars p. p* :

f"f :u* 'S-5*' u -p*n' KVp+n 'K(Vp*)p; dS dt
f I ,~ f)

= f"f {U*·(t1*u-Vp)-(t1*U*+Vfi*)·u
-\1 n

+l'*(div u+lllp-K'VVp)-(div U*-lIIp*-K'VVp*)p: dVdt

-1 [l'*(div u +lIlp)]:; d V (4)

where D is an open domain in R v (N = 2 or 3) with a smooth boundary (~D.

['J:; = . (.I'~) - • (.1'1)' sand s* arc the traction and "adjoint" surf,lce traction defined by
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5 = (C[vuJ - Ip)n. 5* = (C[Vu*J + Ip*)n

3

(Sa. b)

and s. and 52 are numbers. respectively.
As suggested by eqn (4) we seek a solution of the following initial boundary value

problem.
Find a regular solution (u.p) of eqns (I) and (2) in D x (t > 0). subject to an initial

condition

(div u+mp)ltsO = 8 in D

and boundary conditions for 1 > 0

U=Ull oneD.

5 = So on cD" (cD. u cD, = aD, cD. r. (1D, = 4J)

p = po on cD"

r:= -n'KVp = ro on cD,

(cW" u cD, = cW, cID" r. iiD, = 4J)

(6)

(7a-d)

where 0, Uo. So. Po and ro are given functions.
By the word "regular" we mean smoothness in x in addition to the following.

(I) u and p in D x (1 > 0) are piecewise smooth in 1 for a fixed x. In addition, these
functions approach zero sufficiently quickly as Ixl ..... 00 if D is unbounded.

(2) For points x E (c7D" u DD,) r. (c1D" u c7D,) = tJD R • U. sand p satisfy the same smooth­
ness condition as in (I) except that "x ED" is replaced by "x E c'D/'. As to ()p!c:n and r, we
allow them to have singularities of the following forms:

.\1

L C,(x)II(t-s,)(t-.I',)'" ('\'0 = 0)
,,.11

(8)

where C,(x) are "nice" functions, .1',(0 ~ i ~ M) are the values of 1 where the solution suffers
discontinuity, H(') is the step function and {J; are constants such that

P; > -I (9)

respectively. Equation (9) implies that the amount of the fluid flow through aD in an
infinitesimal time interval must be infinitesimal.

(3) u, 5. p, c'p!iJn on DD may have singularities near points where the type of boundary
conditions changes. but the order of the singularity is sufficiently small that the following
arguments are justified.

Accordingly. we specify the data Uf). So. Po. qo and 0 keeping consistency with conditions
(I )-(3). As to f and g. we assume piecewise continuity in 1 for a fixed x E fj = D + iJD.

The uniqueness of the solution to this problem is easily established by using the
standard argument. Indeed. the solution to our problem is totally unique except when
iJD" = 4J where the solution may include an arbitrary rigid motion, and when m = O.
cD" = cO., = 4J where p is determined to within an additional constant.

The physical meaning of the statement of our problem may be obvious except for the
initial condition in eqn (6). To interpret this formula, we assume that there was a certain
consolidation process going on before 1 = O. For example we have u = o. p = 0 for 1 < 0
if the soil was at rest before the loading begins. One easily shows that the following holds
(Nishimura, 1987)
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(di ... u+mp)I,~,,· = (div u+mp)I/~o (10)

Since the left-hand side of eqn (10) is identified with the left-hand side of eqn (6). we have

e= (div u+mp)I(~o .

In particular we have 0 = 0 if the soil is with a quiescent past.

(II )

3. FUNDAMENTAL SOLL'TIONS A:--:D INTEGRAL REPRESENTATION OF SOLUTION

Let U. V. P and Q be functions which satisfy the "causality" (i.e. G. etc. vanish for
t < 0) and

[
,1*

-v ( 12)

where ()(.) is the Dirac delta. We call U. V. P and Q the fundamental solutions for eqns (I)
and (2). These fundamental solutions can easily be obtained by using the Fouria transform.
Namely. we have

U = ,)(t)U" + 'Ii

V = ,)(t)V" + i'

t' = -i/l(t)~ I( l\* '(.;).; e (;I~)/)
, 11I+';'[0.'1' 1(.;).;

(13a d)

where

I( -iL'1* 1(.;).; )
m +.; . L'1 * - 1(.;).;

41=~; 1(f/(t)L'1* 1(.;).;@,1* 1(.;).; ';'K';,e(;I~")
(m+';·L'1* '(.;).;)-

(14a d)

Also. ~;- I indicates the Fourier inverse transform (.; - x).,1*· 1(.;) the inverse of the m'llrix
obtained by replacing V in ,1* by';. and

( 15)

For N = 2 one would either have to interpret the non-integrable integral included in the
Fourier inversion in eqn (14a) as the finite part (Gerrand and Shilov. 1964) or an integral
performed on a path in a complex plane which circumvcnts the singular point of the
integrand (i.e. origin) (Mizohata. 1973). Note thal P and Qcan bc expressed as
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P(x, t) = Po(x)<>(t) +.j»(x, t)

Q(x, t) = Qu(X)D(t) + )(X, t)

Pu = '"0' ~ = j'

Qo =~; (m+~'~* I(~)~)
,i _ -H()- ~ I( ,'K, -Gl~)I)

,.z - t lor; (m+,'6*-I(~),)~ e .

5

(16a, b)

(17a-d1

Equations (16) and (17) are obtained with the help of eqns (13c) and (13d).
The Fourier transforms ofUo• Vo• Po and Qo are homogeneous functions oforder -2,

- I. - I and O. respectively. The theory of Fourier transforms of homogeneous functions
then tells the following (Mizohata, 1973).

(il UII is a homogeneous function of order - I when N = 3. When N = 2, Uo has an
estimate

ILJu(x)1 ~ C 1+C~ log Ixl (C 1• C~: constants)

ne.lr the origin.
(iiI VII, I'u and VU II are homogeneous fum:tions of order 1- N.
(iii) Qu can he expressed as

where

(lS)

(19)

(20a.bl

.S·, is the N-dimensional unit sphere, IS." I its surl~lCe area und v.p. indicutes ClUchy's
principal value, respectively. Also, Qu(x) is a homogeneous function of order - N the mean
value of which over S" vanishes. We muy sometimes write Qn for Qn since they arc identical
except at the origin. VVu .lIso has an expression analogous to elln (19).

We next consider the time-dependent kernels (J/i, etc.) in eqns (13) and (14). A useful
observation is th'lt these kernels are wriuen as

1 • C' • 1 i· (' ..~, F(~) e ,1", = ~ ". F(~) e ,1", e"·· d~, I > 0
• (21t)·\ II'

(21)

where p(~) is a certain homogeneous function of order 11 (- I ~ 11 ~ 2) (II = - I for P. 2
for v-l', etc.). Writing this integral as l(x. t) we can show that l(x./) is a smooth function
for a positive I which satisfies

I
1/(x.1)i ~ consl. ,I ~ Ix In +.v - I (22)

for Ixl # O. This proves that il. VW. {., V{·. P, ,i'. VP. Q.:l and VQ are smooth functions
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for a non-zero t and are integrable in t for a fixed Ixl # O. We also note that from eqns
(13c), ( 13dl. (17a) and (17c) it follows that

(P(x, tl. Q(x, t)) -> (Po(x), Qo(x» as t 1O. (23)

We now proceed to the construction of the potential representations for u and p. To
this end, we introduce functions U*, \'*, P* and Q* defined as

[U:(~,t) \':<x,t)] = [-U(-X, -t)
P (x, tl Q (x, tl P( -x, -t)

-V(-x, -t)].
Q( -x, -t)

(24)

These functions are easily seen to satisfy the "anti-causality" (i.e. 0*, etc. vanish for t > 0)
and

[~V* Vi\h ] [0* \.*] [lJUh5(X) 0]
-m(~/(lt-K'VV p* Q* = 0 J(t)J(x)' (25)

We then substitute 0*, etc. into u*, etc. in eqn (4) with the help of eqn (24). This process
yields potential representations of the solution to eqns (I) and (2) in the following forms:

U(X,s) = 1Uo(X-Y)S(Y,S) ds-f SII(X'Y)U(Y,S) dS
,Of) I~n

+ f lJ o(x-y)f(y,.I') dv+f f'4/(x-y,.I'-t)S(y,t) dt dSIn ,on Jo

-1 f' .'J'(X,Y,.I'-l)U(y,t) dt ds-f f' P(x-y,.I'-t)r(y,t) dt dS
,"'II II d) 11

+1 f' R(x,y,s-tlp(y,t) dt dS+ f f' Jli(x-y,s-t)f(y,t) dt dV
,'{) Jo J" Jo

+ f f' P(x-y,s-t)g(y,t) dt dV+ f P(x-y,.I')O(y) dV
Jo Jo J"

and

fi(x,.I') = I V o(X-Y)'S()',.I') ds-I T,b,y)·u(y,.I') dS
;v (D

+ rV o(x-y)'f(y,.I') dv+I f' i'(x-y,.I'-t)'s(y,t) dt dSIn ,"0 In

-f f'.1"(X,),.s-n'u(y,t)dtdS-I f'Q(X-y,.I'-t)r(y,t)dtd.l'
r'f) Jo r~n l)

+f f' W(X,y.s-t)l'(y,t) dt dS+ f f' {'(x-y,s-t)'f(y,t) dt dV
I'f) II J" Jo

(26)

+ f (, Q(X-)·,.I'-t)g(y,t) dt dV+ f Q(x-y,S)O(y) dV, xf/cD (27)In In J)

where Sn, .rf, T n, .~, Rand Ware kernels defined by
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[
.9"li(X, y. s)] (~[1t/k(X - y. s)] [jP/(X - )'. s)]-'- = ';;-'. C kin (\,)+. n (v)
'~I(X'Y's) CYI '1 k(X-y.S) 1m m • .:l(X-y.S) /.

[
R,(X.V,S)] (~ [p/(x-v,s)]. = - - . K n (V)
W(X, )', S) (~Yi Q(X - y. S) Jk k •

7

(28a-e)

{
(U'P)

(li,p) = (0.0)
xeD

xe D" = RV\D. (29)

Equations (26) and (27) will be used mainly as the basis for our boundary integral
equ.Hion method (BIEM) to be discussed later. However, these equations are interesting
in their own right. For examples one sees that eqns (26) and (27) express u and p in terms
of space (aD or D) integrals and space-time integrals. The former are discontinuous with
respect to time when the data in eqns (7) jump as functions of time. whereas the latter are
not. This indicates that the space integrals correspond to instantaneous response. and the
space time integrals descrihe the dependence of u and p on the history. In this way eqns
(26) and (27) decomposc the solution into terms of different physical origin.

Finally. we note that eqns (26) and (27) arc totally free of volume integrals when the
soil is subjected to a sudden loading under vanishing body force and no lluid injection. This
"boundary only" property is one of the advantages ofour formulation in numerical analysis.

-to INITIAl. FIEI.DS

We now discuss the initial hehavior of the solution to our initial boundary value
prohlem. The result of this investigation will he used later not only for computing the initial
field hut also for setting the initial value for houndary quantities u, sand pin BIEM. Some
definitions and notation arc introduced first. By "initial field" we mean

(30)

etc. A limit of this form for a certain fixed point in R N is called the initial value. The initial
condition is what we "prescribe". but the initial field is what we "compute". In other words,
the initi.i1 field is part of the unknowns. The "boundary value" of a certain field. say p(x, s),

indicates the limit

lim p(x,s)
\ltd) or /1'.) -. \11

(31 )

where XII is a point on the boundary. Hence the boundary value of the initial field ofp(x. s)

IS

lim lim p(x.s)
,c.n. -'II .ti O

while the initial value of thc boundary valuc of p(x. s) is

lim lim p(x.s).
'L n \1,,:,,0)- 'n

In the sequel wc shall write

(32)

(33)
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p(x.O):=limp(x.s). (xER')
\.0

p(x".s):= lim p(x.s). (x"EtD.s>O).
\.t':-'/)I--'o

Our tools for the investigation of the initial fields are the equations

u(x.O) = r U,,(x-~·)s(~·.O) dS- r S,,(x.y)u(~·.O) dS
J'r} Jon

(34a.b)

and

+C(lI!(x)+v.p. rQ,,(x-y)(}(y) dl·. x¢.?D (36)J,

whidl we ontain by letting.l' ! 0 in eqns (26) and (27) with the help of eqns (19)-(23). where
V.p. indicates the integral in the sense of Cauchy's principal value.

Equations (35) and (36) are the representations of the initial tklds in terms of the
initial valucs of thc boundary valucs of u and s. It is important to note that thcre is no l/

priori rca son to assulllc

lim u(x.O) = n(x".O)
\.(, 01 -"0

lim p(x.O) =1'(x".O) (XoE/'m
't(,/)) -1 "0

(37a. b)

at this momcnt. Actually. we shall see that eqn (37a) is correct. but the analysis in Section
5 provcs that eqn (37b) is incorrect.

We now proceed to the computation of the boundary values of the expressions in eqns
(35) and (36) with the help of cql1s (A I )-(AX). (See Appendix. where we have listed several
useful formulae obtained by using the methods reported in Nishimura and Kobayashi.
1l)~17a. b.) We easily obtain

. _ I d* I (n)n
11111 [1(x.O) = ± ., * I ·s(x".O)
"'" _1II+n'd (n)n

+ I (diV II(X" ..I) -~* I(n~n: C(V'U(xo • .I')]n)
-:2 lII+n'd* I(n)n
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where p.r. indicates the finite part. v.p. - the principal value integral defined in eqn (A9)
and the upper (lower) sign the approach from the exterior (interior) of D, respectively.
From eqn (38) it follows that

lim u(x,O) = lim u(x,O)- lim u(x,O)
X(~n. -"',I ,(c.l)}-'n X(€o,.)-~u

(40)

where we have used eqn (29), In the same manner we use eqn (39) to obtain

lim fI(x,O) = lim {i(x,O)- lim p(x,O)
"t· /)) ·"u . ,(~ IH ""n '\".'0'-) ·"n

=
L\* I(n)n

U--\ . 's(x",O)
m+n'L\ (n)II

_ (diV u(x",s) -A* l(n)n,qvu(x""v)ln)

"'+II'A* '(11)11

(41)

Also, we ean write these limits in ditrerent forms. Namely, we have

lim fI(x,O) = lim p(x,O)+ lim p(x,O)
\l,-Ol-'·'tt \1""ln -.'u \(I.{"I·'·'n

-p.r.f T"(x,,,y)'u()',O) dS+ rVu(xo-y)'f(y,O) dV
f'lJ JIJ

(42)

and a similar result for u, which we shall omit here.
We next consider how one computes the initial field. As can be scen casily, one just

has to determine u(x",O) and s(x",O) on the boundary and use cqns (35) and (36) to
compute the initial tield. Hencc we are led to the qucstion of how to dctcrmine u(x", 0) und
s(x u, 0) for X"E tD. Equations (7a) and (7b) show that half of these quantities arc given as
the boundary data, but the rest of them are still to bc determined. We can, however, easily
obtain an integral equation to determine these quantities. Namely, we use the exterior limit
in eqn OR) which gives
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0= - ~u(x". 0) + J' V"(x,, - yls(y. 0) dS,."

-v.p. r S,,(xo•.y)u(y.O) dS+J' V,,(x,,-y)f(~·.OIdV
~;" n

(43)

Note that it is not necessary to consider a BIE obtained from eqn (36) for determining the
initial field since we already have enough equations. This is in contrast to the subsequent
analysis to be discussed in Section 5 where one has to solve two integral equations sim­
ultaneously. As a cost for this saving. however. eqn (43) loses the uniqueness of the solution
when /II = 0 and D has holes. although the solution to the original boundary value problem
is unique. This is because eqn (43) coincides with a BrE for elastostatics with given
volumetric strain tJ: the BIE for this problem is known to be nonunique (Kobayashi and
Nishimura. 1982). This purely mathematical dilliculty. however. can be eliminated by using
remedies discussed previously (Kobayashi and Nishimura. 1982). After solving eqn (43)
for u(XI).O) and s(XI).O) (xI)E(~D). one may determine the boundary values of the initial
tields through eqns (40) and (411.

Finally. we remark that the initial behavior of the solution in D has been investigated
so 1~lr mainly from physical viewpoints in soil mechanics and in geophysics. For example
Rice and Cleary (1976) introduced some material constants so as to facilitate the physical
interpretation of the undrained response. or the initial behavior in our terminology. of a
tluid saturated porous media. The analysis in this section shows that eqns (26) and (27)
provide a mathematical alternative for investigating the behavior of the solutions. as well
as a method of computing them quantitatively.

5. BotlNDARY INTF<jRAL EQUATIONS AND INtTIAL PRESSURE ON TIlE BOUNDARY

In this scction wc considcr the limits of eqns (26) and (27) for s > 0 as the observation
point x tcnds to a point x" on the boundary. This calculation determines the boundary
integral equations for consolilbtion problems. which will be used as a basis for the numerical
BI EM to be discllssed bter. We then let .1' (time) tend to zero in the BI Es thus obtained to
detcrminc the relation between the limits in eqns (32) and (33). The result of this com­
putation will bc used later to set the initial conditions for fI and ron (1D.

It is now a simple matter to obtain the BI Es for our problcm. Actually, by putting thc
cxterior limits in eqns (26) and (27) equal to zero with the help of eqns (A I)·-(A 14), we
obtain

~u(X.s) =I U,,(x-y)s(y.s) <.Is-v·p·I S"(x.y)u(y,,I) dS
d) to

+ ( U,,(x-y)f(y.s) <.Iv+I f' J/i(x-y.s-t)s(y,t) dt dSIn I~f) II

-v·p·I f'·cj'(x.y.s-t)U(y,l) <.It ds-I f' P(x-y.s-t)r(y.t) <.It <.IS
r-f) l) /f) 0

+1 f' R(x,~·.S-t)fI(Y, t) dt dS+ ( f' l/i(x-y.s-t)f(y. t) dt dV
I~f} 0 J(J II

+ (f' P(x-y.s-t),q(y.t) dt dV+ ( P(x-y.s)(}(y) dVJ{) (I In (44)
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and

!p(x.s) = V.p. ~ Vo(X-y)·s(y.s) dS-p.f. ~ Tu(x.y)·u(y.s) dSltD J~D

+ f Vo(x-y) 'f()'.s) dV+v.p. f f' "-'(x-y,s-/) 's(y,/) dl dS
JD JD Jo

-p.r. ~ r.i (x.y.s-/) ·u(y. I) dl ds-f f' Q(X-y,s-/)r(y. t) dt dSJ.,o Jo ,'0 Jo

+v.p. ~ [, W(x,y.s-t)pb-.O dl dS+ f f' y"(x-)·,s-t)·f(y.l) dl dVJo Jo Jo J"

+ f f' Q(X-y.S-I)g(y.t) dt dV+ f. Q(x-y.s)O(y) dV. XE('D.Jo Jo Jo

II

(45)

For s > () we solve eqns (44) and (45) simultaneously llsing cqns (7) to determine boundary
quantities completely.

We now let s tend to zero in these integral equations. One readily shows. with the hdp
of eqn (A20) and the comment below eqn (A 19). that this process :Ipplied to cqn (44) yields
elJll (43). On the other hand a similar calculation llsing eqns (45). (A 15) -(A 19) and (1\21)
Icadsto

(46)

This result establishes a relation between cqns (32) and (33). Indeed. by comparing eqns
(46) and (42) we obtain

lim p(x.O) =p(xt/.0)+2Iim lim r f' Q(X-y.s-l)r(y,l) dl dS, xoEnJR•
• (cJ)J -·"0 ·,t o ~"",) J1J) Jo

(47)

Equation (47), together with eqn (A 17). rules out the possibility of - I < {I < - 1'2
(sec cqns (8) and (AI8». because I' has to be tinite by assumption. Also we see that eqn
(47) reduces to

(48)

with the help of eqn (A 17). where
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{J = - \

(49)

(50)

as long as the limits in egns (32) and (33) are both finite and different. In this case the
coetlkient " of the t- I ~ singularity in tp/hl (see eqn (49») is obtained from eqn (48). If
# > - 12 holds. or. in particular. if XnE (""D, and rn(x n• t) is bounded as a function of t (see
egn (7d)). we necessarily have

lim p(x.O) =p(xn.O). xnEtD R
'l""DJ ...... "o

because ,'(xn) = 0 in eqns (48) and (49).
Finally. we remark that eqn (48) implies

lim fI(x.O) #- p(x n • 0)
\1- (ll -·'11

(51 )

(52)

in general. which might look queer at first. As a matter of fact. it is nol. Indeed. the process
ofdctermining expression (32) dis\:ussed in Section 4 tells that expression (32) is independent
or fin or r n (sec eqns (7)). A\:tually. expression (32) is determined only by"". Sn. f and ()
oe\:ause one ootains expression (32) by solving eqn (43) followed oy the use or eqn (41).
011 the other hand we arc supposed to spe\:iry fI(x n• 0) = fin 011 a),. aroitrarily. Thererore.
{/(xn.O) on (lD'I is independent of the data in cl(ns (6), (7a) and (70) and. hence. imkpendent
or el(n (41). Tlh:rd'ore. we generally have el(n (52).

5.1. EXIIlI/fll1'

In the Glse of isotropy we have

(53a.o)

where (i.. /t) and k arc Lame's constants and the permeability constant, respe\:tively. Fur­
thermon:. we assume 11/ = O. The one-dimensional motion

(54a c)

with initial and boundary conditions (sec el(ns (6) and (7))

dill I )=(
dx , I n

(Iz > 0: const,ll1t)

.\') = fin (constant). fI = 0 on Xl = 0

tp
= 0 on x I = Iz

hI

produces p given by (Terzaghi. 1943)

2p n . Alx) ,
{/(x).1) = I \/-sln I exp(-Al-T,)

III -" (I i 1

where AI = (211I+ 1)/t!2. T,_ = c,t/1z 2 and

(55ae)

(56)
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A direct calculation using eqn (56) shows that

and

cp I) ,

~(O.t) - -I' /..j(rrc,.t) as tl0.
cn

13

(57)

(58)

(59)

Therefore. eqn (49) gives ,'(0) = -pl)/ ..j(TtC,). On the other hand the boundary condition
atxl =Osays

lim 1'(0. t) = O.
q,O

Hence hy u~ing

which follow~ from eqn~ (3) and (53). we conclude thal eqn (4X) is satisfied.

6. NUMERICAL PROCEDURES

(60)

(61)

In this section we shall discus~ a numerical method of analysis using the formulation
lleveloped so far. We shall restrict our allention to the 2D isotropic C~tse chamcterized by
eqns (53a) and (53b). where the fundamental solution is available. Also. we shall neglect
the compressibility of tluid (m = 0) following a common pmctice among soil engineers.

6.1. fill/clamelltal solutiolls
We first determine the fundamental solutions. The Fourier invasion based on eqns

(14) leads to (Nishimura. 1985; Cheng and Pn.:ddeanu. 1987)

. £5(t) (I Vp ® VP) kf/(I) [ (I-e ,.' 4",)
U = - 4 log p + 4 + I., l

Tt II II n -p

- Vp ® Vp {I_=-:;,~~"-~'~ - : _~~:~/}]

. Vp 1I(I)pe·,·'4""
V = (5(t) --.- - ..---.---- ...---- Vp

2np 8ne,l"

e- J,!·'·Ic,·t

Q = f/(t)--­
4nkt

(62a-<l)

where Cr is a constant defined in eqn (57), p = Ix-yl. (5(1) is Dirac's delta and f/(t) is the
step function. respectively. The V's in eqns (62) are with respect to x.
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6.2. Integral equations
In view of the possible initial singularity of r on L~D it is preferable not to use integrals

involving r in eqns (~) and (45) for numerical purpose. In the present analysis. we have
avoided this difficulty by using an integration by parts with respect to time. Namely. we
have replaced r in eqns (4"') and (45) by

with the help of identities

q(x.s) = f' r(x.1) dt
Jo

(63)

f f' P(x-y.s-I)r(y.t) dt dS
tD Jo

= v.p.f Po(x - y)q(y. s) dS + v.p.f (, ;;>(x - y. s - t)q(y. s) dt dS
I~n /f) Ju

f f'Q(x-y.s-t)r(y.1) dt dS =f f'l(x-y.s t)q(y.s) dt dS. XE(1D
,'n n ,'/1 n

(64a.b)

where

.;>(:\:. s) = (65)

. /../(S) {p1 e jl' .1,',' e "."'k,,}
')(x ,.) - --"'-4k 4 1 ,.IT . (',.S .Y-

(66)

The app.trent nonsymmetry of elJns (64a) .lIld (64b) is due to the assumption of isotropy.
with whieh Qu is seen to vanish. t (See elln (17c).) Also the integrals in ellns (......) and (45)
involving So and Ware seen to converge in an ordinary sense due to the assumed isotropy
and incompressibility of the lluid.

One may doubt the ellcctiveness of elJn (45) for numerical applications because of the
apparently very strong singularity of the kernels. As a mutter of fact. this is not to be the
cuse. Indeed. the singularities in the integrunds cancel with euch other reducing themselves
to integrable singularities. as we shall see shortly.

6.3. NlIlIlerimi IIlcthml,' o( illtcgratioll
We shull now implement a numerical method of solution of Biot's equations using the

formuhllion investigated so far.
Our method i:onsists of the following steps (Nishimura e/ al.• 1986).

(I) We first compute the initial licit\. A direi:t 81EM for incompressible elasticity is
used to this end (Kobayushi and Nishimura. 1982). Namely. we discretize eqn (43) by using
boundary conditions (7a) and (7b) .lIld certain shape functions. solve the resulting algebraic
equations for disi:retized u(x n• 0) and s(x". 0). and then usc eqns (35) and (36) to obtain the
initial fields.

We next compute the initial values of the boundary quantities u. s. p and q as a
preparation for the subsequent analysis in step (2). The first two. however. have been
obtained as solutions of eqn (43). and the initial value of q is zero by definition. As to p on
i"D,. boundary condition (7c) provides the answer. Finally. one uses eqns (48) and (7d) to

t Q" = C,)(,,) to he precise. where C is a constant.
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set the initial value ofp on cDR after computing expression (32) with the help of the solution
ofeqns (43) and (41). In the present context eqn (41) simplifies to

lim p(y.O) = 2J.l(O(X) -c' ~u (x. 0») -S' n
yIEDI-'IE,'Dl cc

(67)

where c is a unit tangent vector to cD at x. As can be inferred from eqn (67) it is
convenient to use a sufficiently smooth shape function for u since eqn (67) includes tangential
differentiation.

As has been pointed out in Section 5. the integral equation for the initial field loses the
uniqueness of solution when D has holes. Correspondingly. the associated numerical equa­
tion becomes ill-conditioned. We therefore avoid this inaccuracy by using one of the
remedies discussed previously (Kobayashi and Nishimura. 1982).

(2) Let the solution be known up to a certain time s-til ~ 0 where til> 0 is a
constant. We now wish to obtain the solution at I = s( > 0). To this end. we introduce time
interpolation functions n I (I) and n~(t) in the interval [s - tit. s1 in a way that

nl(s) = I. nl(s-tit) = 0

n~(s) = 0, n~(s-til) = I

arc satisfied. One may then interpolate a function of I. say U(', I), by

(68a-d)

(69)

in [.I·-tit,sl. where 1I(',s-til) is known. but u('.s) may not be. It is then dear that the time
integration, together with approximations of the forms in eqn (69) applied to boundary
quantities such as u, reduces eqns (44) and (45) to integral equations of the following form:

I (kerncls)' (qu~lntities at t = .1') dS = known functions.
d)

(70)

We shall henceforth call the transformation of this type "time discretization". After time
discretizing eqns (44) and (45), we apply the conventional OlE techniques using spatial
shape functions. The solution to the resulting simultaneous algebraic equations determines
the boundary quantities at I = s.

(3) Repeat step (2) by selling s+til for the new s.

We next discuss our specific choice of the time interpolation function and the method
of integration. We here choose linear time variation so as to keep the method simple. This
time variation also allows us to calculate all the pertinent time integrals analytically. Our
next question is what the singularities of the kernels in eqn (70) are. We here consider only
the kernels which operate on u(', s) because they include the strongest singularities onc sees
in eqns (44) and (45). The kernel K,(x.y) which operates on u(',s) in the time-discrctized
version ofeqn (44) is

I'. (S-/)KI(x.y):=S,b.y)+. .'/"(x.y,s-/) 1- A'- dl
.--/\1 ul

(71 )

where we have used a linear time interpolation. A direct calculation using eqns (62) and
(28) then shows (Nishimura, 1987)

K,(x.y) = .,--.'-,--)- {(III +2U.+/I)Vp ® Vp)(Vp 'n) +J.l(n ® Vp- Vp ® n)}
_n:(I. + -II P

+O(p log p) as p 1O. (72)
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The singular term in this expression is seen to coincide with the elastostatic double layer
kernel (Kupradze. 1965). In the same manner we obtain a similar kernel (denoted by K:)
in the time-discretized version of egn (~5) as

f" (.1'-/)Kc(x.)·):=T,,(x.}·)+ .:r(x.y.s-t) 1- -,.- dt
'_~I ul

II= - -- n log 1'+0(1)
'2rrc,.1t ~

(73)

for a small p. This shows that Kc(x. y) has an integruble singularity at p = O. As a matter
of fact. the method of Fourier transform used previously (Nishimura and Kobayashi.
1987a. b) shows that these conclusions concerning the singularities of K , and K c remain
valid in the general N-dimensional anisotropic case. We shall. however. not go into further
detail on this topic.

Now that we have shown the singularities of our kernels to be the same as those of
elasticity. we m,ly apply the techniques for evaluating the e1astostatic singular integrals to
our integral equations. Namely. we may compute singular integrals in eqns (~4) ,md (45)
so that the discretized versions ofeqns (44) and (45) arc satisfied by StHlle known solutions
of eqns ( I) and (:!). In elastostatics rigid translations have turned out to be a convenient
choice for the "known solutions" (Lachat and Watson. 1976). In consolidation. we may
use:

R~(/icllr(/II.1'lalioll

tI = tl/l·.n l). p = 0

where UI( is a const,,"t vector. and I(l) all arbitrary function of time.

Ulli/imll shcar

tI = (uniform simple shear) 'I'<t). p = o.

This satisfies eqns (I) and (:!) because div U = O.

Unijimll prcs.l'llrc

tI = O. P = constant.

p may be an arbitr,lry function of time if 1/1 vanishes.

Ra<!ialexpallSioll

This is a solution of eqns (I) ,Ind (:!) when the material is isotropic.

(74a.b)

(75a.b)

(76a. b)

(77a.b)

Expressions (74) -(76) are interior solutions of eqns (I) and (:!). while eqns (77) give
an exterior solution ofeqns (I) ,lIld (:!) if the origin is out of the domain D. In this statement
"exterior solution" means a solution which is regular in an exterior domain. and "interior
solution" stands for a solution regul<tr in a bounded domain. In using the method of
substitution one has to remember that an interior (exterior) solution satisfies integral
equations for interior (exterior) problems. One may. however. use an exterior solution for
computing singul<tr integrals in interior problems and vice versa. Indeed. one first adds u(p)
to the right-hand side of egn (44) (egn (45» to obtain the BIE for an exterior problem
defined in the complement of D when D is bounded. The obtained BIE is satisfied by an
exterior solution. The method of substitution then computes some singular integmls in the
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BIE for exterior problems. However. this process computes singular integrals in the BIE
for interior problems at the same time because the exterior BIE and the interior BIE differ
only by non-integral terms. Note that we now have more known solutions than the number
of singular integrals (two in 2D) in eqns (44) and (45). As it turned out. however. use of
this technique to some of the logarithmically singular integrals increases the accuracy of
the numerical solution considerably. Hence we shall try to use as many of the above four
solutions as possible in the numerical example to follow.

7. NUMERICAL EXAMPLE

In this section we shall test the performance of the present method by solving a sample
problem. We consider a circular hole (radius = u) in an infinite plane. The infinite plane is
assumed to have a uniform initial stress ." and a vanishing initial pressure. We then
"excavate" a hole in a way that the following conditions are satisfied:

I/lilial (,o/ldilio/l

() = O.

/loll/Illar." ('o/ldiI iO/ls

s==(). 1'=0 on (1/).

;\ standard analysis shows that the displacement on the boundary is written as

a sin 0" II II II •
1/2 = 4 (rl l +r22-(r, l -r2JI-{/»

JI

where

1\ = J(iw(c,.)

(78)

(7lJa.h)

(80)

(Xla. h)

/: is a small POSitive number. and II~ 11(.) is the Hankel function of the first kind. The
Cartesian axes used here are directed in the principal directions of .". and the angle 0 is
measured from the xl-a.xis. In the present analysis we h.lvc set r't, = -OAp". r~2 = _0.81'''.
r'I'2 = O. and \' (poisson's ratio) == 0 where I'll is a constant. We have used 32 line.lr iso­
parametric boundary time clements of equal length. As we have found. this problem is
particularly sensitive to the accuracy of numerical integrations included in the RIE:\1
algorithm. Therefore. we have used the method of substitution with eqns (74). (75) and
(77) in order to compute not only V.p. integrals. but also somc of thc logarithmically
singular integrals.

SAS 25:1-9
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hi!. I. Deformation or a .in:ular IUlk in a pr"tn:ssed infinite plane. Poisson's ratio = 0.

Figure I shows the derormation or the houndary fi.lr several values or I. The out-most
cin.:1e represents the underormed shape of the houndary. The lines in this ligure show the
results ohtained from eqn (XO), The Fourier inversion involved in eqns (X I) has heen carried
out with the help of FFT with 204X data. The symhols in the same ligure indicate two
series of BIEM results, i.e. the displacements on i'[) for 0 < 1',1'a 2 < I ohtained with
1',.til/a 2 = 1/100 and those for 1< (',.I/a 2 < 10 obtained with I',A/,a 2 = 1;10. This figure
shows that the m;curacy of our BI EM is satist~lctory. The CPU time for an analysis in 100
time steps was ahout 17 s with the VP400 of the Data Processing Center, Kyoto University.
Our computer code uses the fact that the pressure on the boundary vanishes, but is otherwise
completely general without taking advantage of the symmetry of tht: problt:m.

S, CONCLUDING REMARKS

(a) Tht: main results of this paper are summarized as follows.

(I) The solution to Biot's equations has the potential representation given by eqns
(26) and (27).

(2) The initial field. given by eqns (35) and (36), is computed with the help of the
BIE in eqn (43),

(3) 2p!(~11 on (~D may have a singularity proportional to 1 I 2 as shown in eqn (48),
Equation (4S) is useful also for determining the initial value ofp on (~D.

(4) The present li.mllulation provides an accurate BIEM.

(b) It is easy to extend the numerical method in Section 6 to the 3D case. The
fundamental solutions for the 3D case are given in Cleary (1977) (sec also Rudnicki (1981»,
Cheng and Predeleanu (1987) and Nishimura (1987).

(c) There arc several versions of linearized Biot's equations. for example, Biot's theory
in its original form yields

A"'u-:tVp = 0

II div it+lI1/i- K 'VVp = 0 (82a,b)
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in our notation (Biot, 1941), where % and fJ are constants. In eqns (82), we have omitted
the inhomogeneous terms (body force and fluid injection) for the sake of simplicity. The
formulation in Rice and Cleary (1976) also leads to eqns (82). Our governing equations.
eqns (I) and (2). with an assumption of m = 0 are used by many researchers and prac­
titioners. For example McNamee and Gibson (1960) use eqns (I) and (2) in slightly different
forms. However, the difference between eqns (82) and eqns (I) and (2) is not very important
mathematically because eqns (82) are equivalent to eqns (I) and (2). Indeed, the following
replacement reduces eqns (82) to eqns (I) and (2) (see eqn (7») :

C
--+C,
IX

m
--+mfJ '

K
--+KfJ '

So
- -+ So,
!X

(83a--e)

This shows that our analysis applies to various versions of Biot's theory with a minor
modification.

(d) Biot's theory of consolidation is closely related to coupled thermoelasticity in that
these theories are based on similar equations. Sladek and Sladek (1983) investigated several
BIEMs in various theories of linear thermoelasticity.
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APPENDIX. FOR\-IlJLAE FOR VARIOUS LIMITS OF POTENTIALS IN CONSOLIDATION
THEORY

This appcndi,x summarizes sevt'ral formulae for various limits t,f the potentials in 8iot's theory. Interested
readers are referred to Nishimura and Kobayashi (19li7a. b) for the proofs.

(a) Space inregrals "'il/' lime-i"dt'{,endelll kernels
The results in Nishimura and Kobayashi (1987a) yield the following'

lim r l'"lx-y)sly..,) dS '" f l·"lx,,-y)sly.s) dS
"--""J .. ,'n ,'()

limf S"tx. y·)u(y.s) dS '" ± ;U(X",s) +v.p.f S"(x,, -ylUly,s) dS
,--'u ;0 /D

(At)

IA21

IA3)

(A5)

lim rQ,,(x ·y)o(y) dl'......."Jo ~((,(!1" ~., )O(X,,)+.v,p. rQ,,(xu··y)O(y)dl'. x"ea> (Ail)
- 11I+II'/l (11)11 J,

where the upper (llIwer) sign imlicates lhe approach frllrn lhe exterillr (inlerior) of n. V.I'. the principal value
integral ddined lly

H.(xn ) a hall having a radius r. and cenlert.'tl ;It X n• and C,,;I numOcr ddincd in e411 (2lla). respectiwly. Nole that
lht' apparent dcpendenct' oflhe non-integraltcrm in eqn (All) on ,'u;,'" is resolved by substiluling Vu -n (9 (t'll/'II)

inlo Vu in t'tln (1\6). Also. the limiting values of tht'se inlegrals as., I {) art' olltained hy pUlling s '" 0 on the right­
hanusidesofeqnsIAIIIAli).

(h) ,\'pa('" I i/lle illlt'{lrals
By using the method in Nishimura and Kohayashi I 19X7a), we can prove the following results for S > II:

limf f' -til x -y,.'-I)sly. I) dl dS =f f' -til x" - y.s-I)s(y, I) UI dS""" ,,, Ju .f) Ju

limf f' .'i'(x, y,s -Iju(y,1) Ul dS = v.I'. f r .'i'(x".y,., -I)u(y, I) dl dS
... 4"'1 .fJJu "flJu

, . [t'" - 1( ~. '(0)0 )hmhm 1 (x-y.x-t)-s(y,/)d/dS=+., ,-s(x",s)
'II' ''''IJ ../f) '. _ ',,+n·~· {n)n

IAIO)

(All)

I· f J" 4 I (diV u(x",s) -~. "'(D)D-qVU(Xll,S)ID)1m .'/ (x,y',s-/)'u(y,/) dl dS -= ± .. -~.~_.~._"_ ..• ", .. "_.~---~-"

"'" 'n II 2 III+D-~ (n)1I

+r.r.J" f' .'(X",y..'-il-ufy.il Ul uS (AD)
,'(1 !I
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limf r' W(x.y•.v-t)p(y./) dl dS = +: ~(X".S)+,··p·f rW(x".y.s-t)P(y.t) dl dS. x"E,'D.
• .. ", ,"f) J" .'D )u

(AI~)

Other potentials in eqns (16) and (17) satisfy relations similar to eqn (Ato).
We next compute the limits of these limits as s tends to zero. One has to be careful in doing this because of

the possible singularity of r as .\'10. A computation taking this singularity into consideration yields (Nishimura
and Kobayashi. 19S7bl

. . f f' ,'" . .. . . d d - I (diV u(:O,,,.S)-~.-I(n)n.C[vu(x,,..\)ln)
hmhm .:I(x.Y ..I-t)u(y.t) I S-±:; ~.,
,I" '-'" ;" " - m+n' (n)n

j
diVergent. - I < f1 < - 1.1

lim lim f rQ(x-y.s-t)r(y.t) dl dS == -(It;'Kn)' ~"(x")i1(,,,+n·~·-I(n)n)'~. 11=1,1
.~n '--'11 .'n J" .

O. -I ~ < II

(AI5)

(AI6)

(AI7)

where II and ,'( x,,) are the exponent of the lowest power and the corresponding coetficient of the asymptotic
e.xpilnsil>n ",1' (,'p<'IIj( x". t) ncar I = O. Le.

<'PI ) _ /',,( ) (/'),- Xu.1 -I, XI) +01
,II

as 11 () (All')

Th.·limits of this li'rm li,r other potentials in eqns (16) .lI1d (~7) arc seen to vanish.

(c) '·/1/11",.. ;11,...</",1.1 1I';,It 'i"'''·''..p..",I''"1 k('md\
Finally we have (Nishimura ami Kooayashi. 191'70)

lim lim r1·(x-y. .I)(/(y)d'·= r1',,(x,,-y)(I(y)dV
.1 11 • ""1,, Jo

where Ct' and v.p. are Jelined in eLJns eOa) and (A9). respectively.

(AI9)

(A10)

(A~I )


